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M O T I VAT I O N

Meta-analyses of randomized controlled trials (RCTs) provide 
robust estimates of treatment efficacy and require extraction of data 
elements from individual articles for synthesis

• Can we fully automate “on-demand” meta-analysis of 
evidence relevant to a given clinical question?

• Are modern LLMs sufficiently capable of numerical data 
extraction to permit accurate, fully automated meta-
analysis?

S U M M A R Y

• Annotated dataset for the task of extracting numerical clinical 
findings for conducting meta-analysis

• Evaluation of 8 modern LLMs using the annotated dataset
• End-to-end case study of a fully automated meta-analysis 
• Binary outcomes extraction: LLMs with large input context 

windows (e.x. GPT-4) outperform smaller, open-source models
• Continuous outcomes extraction: LLMs perform poorly (<50% 

exact match)

Automatically Extracting Numerical Results from RCTs with LLMs

Table 1: Statistics for the annotated dataset.
Metric Dev Test Total

# PMC Articles 10 110 120
# Prompts (ICOs) 43 656 699
# Binary Outcomes 11 172 183
# Continuous Outcomes 32 484 516
% With Enough Data for Point Estimates 62.79 58.84 59.08
Mean Articles Tokens 3331 3603 3581

feedback from a clinical researcher with expertise in evidence synthesis to discuss edge cases
and ensure annotation quality.

Dataset statistics Table 1 gives an overview of statistics for our final dataset. Our
dataset includes 120 RCTs (abstracts and results sections) and 699 total records. The de-
velopment set has 10 RCTs with 43 records and the test set has 110 RCTs with 656 records.
A total of 183 outcomes are categorized as binary while 516 as continuous. We found that
a total of 413 records (59.08%) have su�cient data to calculate the point estimates of the
clinical trials. The numerical data extracted during annotations were mostly found in the
tables of the RCTs as 471 instances fell under this case. The average token number for each
RCT was 3,581.

5. Can LLMs Accurately Extract Numerical Results from Trial Reports?

We evaluate whether modern LLMs are capable of extracting the numerical data necessary
for meta-analysis from RCT reports. We assume a zero-shot setting here, i.e., we instruct
models to extract the data elements of interest, without additional supervision. Few-shot
learning may realize better performance for this task. However, RCT reports are often quite
lengthy, even when considering only abstracts and results sections. This makes it practically
di�cult (and expensive) to include full examples in context. Therefore, we evaluate only
the zero-shot case in this work.

Ideally, one might ask directly for the point estimate of interest, for example, the odds
ratio with respect to a (dichotomous) outcome of interest between the treatment and control
groups. However, deriving this often requires intermediate steps to transform raw data (e.g.,
a two-by-two table tallying the number of participants in each group who did and did not
experience a specific outcome) into point estimates (e.g., odds ratios) and standard errors.

Given that LLMs are middling at math (Hong et al., 2024; Satpute et al., 2024; Ur-
rutia and Araya, 2024)—and the fact that statistical meta-analysis packages like metafor

(Viechtbauer, 2010) will readily compute such quantities from raw data—we instead adopt
a stepwise approach intended to extract raw data. Specifically, we first prompt the model
to infer whether a given outcome is binary or continuous based on a (natural language)
description of the outcome, e.g, elevation of glucose after 1 hour ; these descriptions are
part of the annotations provided in the evidence inference dataset (DeYoung et al., 2020).
Note that this assessment is made independently of the input article, and in some cases,
the model may respond that it is unable to make this inference. The output from this
step informs whether we prompt the model to extract raw data as would be reported in
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D ATA  A N N O TAT I O N

• Intervention, Comparator, & Outcome (ICOs) from PubMed 
RCT reports 

• Annotations based on Abstract + Results sections of RCT
• Schema:

• Type of outcome: binary or continuous
• Binary outcome: events, group sizes for I & C
• Continuous outcome: means, standard deviations, group 

sizes for I & C

Intervention Comparator Outcome

Hypnotherapy Relaxation Smoking

Is smoking status a 
continuous or 
binary outcome?

RESEARCH ARTICLE Open Access

Group hypnosis vs. relaxation for smoking
cessation in adults: a cluster-randomised
controlled trial
Maria Dickson-Spillmann*, Severin Haug and Michael P Schaub

Abstract

Background: Despite the popularity of hypnotherapy for smoking cessation, the efficacy of this method is unclear.
We aimed to investigate the efficacy of a single-session of group hypnotherapy for smoking cessation compared to
relaxation in Swiss adult smokers.

Methods: This was a cluster-randomised, parallel-group, controlled trial. A single session of hypnosis or relaxation
for smoking cessation was delivered to groups of smokers (median size = 11). Participants were 223 smokers
consuming ≥ 5 cigarettes per day, willing to quit and not using cessation aids (47.1% females, M = 37.5 years
[SD = 11.8], 86.1% Swiss). Nicotine withdrawal, smoking abstinence self-efficacy, and adverse reactions were assessed
at a 2-week follow-up. The main outcome, self-reported 30-day point prevalence of smoking abstinence, was
assessed at a 6-month follow up. Abstinence was validated through salivary analysis. Secondary outcomes included
number of cigarettes smoked per day, smoking abstinence self-efficacy, and nicotine withdrawal.

Results: At the 6-month follow up, 14.7% in the hypnosis group and 17.8% in the relaxation group were abstinent.
The intervention had no effect on smoking status (p = .73) or on the number of cigarettes smoked per day (p = .56).
Smoking abstinence self-efficacy did not differ between the interventions (p = .14) at the 2-week follow-up, but
non-smokers in the hypnosis group experienced reduced withdrawal (p = .02). Both interventions produced few
adverse reactions (p = .81).

Conclusions: A single session of group hypnotherapy does not appear to be more effective for smoking cessation
than a group relaxation session.

Trial registration: Current Controlled Trials ISRCTN72839675.

Keywords: Smoking cessation, Cigarette smoking, Hypnosis, Group therapy, Cluster-randomised controlled trial

Background
Many smokers would like to give up smoking. Studies
indicate that between 40–80% are willing to quit [1-3].
Up to 80% try to quit smoking without using any assis-
tance [4,5]. However, long-term success with the “cold
turkey method” is low at 7–8% [5,6]. As smokers hold
misperceptions regarding nicotine replacement therapies
(NRT) for smoking cessation, these methods are under-
used [7-11]. For those smokers who are looking for ces-
sation assistance, but who are not motivated to try NRT
or other medications for smoking cessation, a range of

other cessation methods, including hypnotherapy, is avai-
lable. At least one-quarter of smokers who intend to quit
are interested in hypnotherapy [12,13]. There is also re-
markable interest among Swiss smokers [14].
The efficacy of hypnosis as a smoking cessation method

has been investigated [15-26], but there is heterogeneity in
study designs. Several reviews and meta-analyses on hy-
pnotherapy for smoking cessation have been undertaken
[27-31] which, apart from two exceptions [32,33], have
not been able to clearly support the efficacy of hypnothe-
rapy as a smoking cessation method.
In this paper, we report findings from a cluster-

randomised trial that investigates the efficacy of hypno-
therapy for smoking cessation compared to relaxation.
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1. Infer outcome type

2. Prompt with article, intervention, comparator, 
and outcome (with type)

3. Raw data to metric and variance

A P P R O A C H

• Evaluated 8 LLMs on predicting outcome type and extracting binary and 
continuous outcomes in YAML format using zero-shot approach 

• Python’s statsmodels package for deriving point estimates and standard errors 
for meta-analysis

This research was partially supported by National Science Foundation (NSF) grants RI-
2211954 and IIS-1750978, and by the National Institutes of Health (NIH) under the National 
Library of Medicine (NLM) grant 2R01LM012086.

Example Annotation for Given ICOs

R E S U LT S
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Table 3: LLM performances for inferring outcome type (binary or continuous). # Un-
knowns refers to instances when the model outputs the unknown token “x”; these
are e↵ectively incorrect (here the type should be inferable).

GPT-4 GPT-3.5 Alpaca Mistral Gemma OLMo PMC
LLaMA

BioMistral

Accuracy 0.713 0.607 0.739 0.201 0.665 0.290 0.732 0.133

F1 - Binary 0.735 0.680 0.000 0.576 0.590 0.424 0.124 0.275
F1 - Continuous 0.836 0.690 0.851 0.183 0.716 0.079 0.848 0.135

# Unknowns 155 152 1 489 0 5 15 409

6. Results

We evaluated the performance of LLMs on three di↵erent tasks that are aimed to assist in
automating meta-analyses in zero-shot. The three tasks are inferring outcome type, extract-
ing numerical results for binary outcomes, and extracting numerical results for continuous
outcomes. These tasks were performed independently of each other. LLMs were tasked to
output the answers in a structured format (categorical answer for inferring outcome type
and YAML format for data extraction). Lastly, we show the promise of using LLMs end-
to-end for automating meta-analyses with a case study where we reproduce a meta-analysis
with fully automated data.

6.1. Extracting Data from Trial Reports

Inferring outcome types Results for inferring outcome types are reported in Table 3.
Alpaca-13B realizes the highest exact match accuracy of 0.739, followed by PMC LLaMA
with 0.732. Although Alpaca-13B and PMC LLaMA have high accuracy, their F1 scores
for the binary label are poor because the model mostly predicts the outcome type to be
“continuous”, which is the majority class (74.78% of the test set). GPT-4 and GPT-3.5
achieve high accuracy and F1 scores, besting the open-source models. The open, smaller
models we evaluated appear less stable, i.e., the F1 score varies considerably. Among these
models, Gemma o↵ers the best performance for exact match accuracy, F1 scores, and the
number of instances where the model designates the outcome type as “unknown”.

Binary outcomes Performance metrics for binary outcome data extraction are available
in Table 4. Based on the accuracy metrics and number of complete data, GPT-4 significantly
outperforms all the other models. GPT-4 has the highest overall exact match accuracy of
0.655, followed by GPT-3.5 with 0.298. Similar to the task of inferring outcome types,
the open, smaller models vary substantially in terms of their match accuracies. Especially,
the models trained on biomedical text have one of the worst performances with both PMC
LLaMA and BioMistral achieving a mere 0.035 in total exact accuracy and producing the
most number of “unknowns” leading to the lowest percentage of complete data.

The mean standardized errors of the log odds ratio calculated from the extracted data are
lowest for the best performing models and highest for the worst performing models. GPT-
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Part 1: Outcome Type

(A) Cochrane meta-analysis (reference)

(B) meta-analysis from GPT-4 outputs

(C) meta-analysis from Mistral Instruct 7B outputs
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Case Study: Remdesivir for treatment of COVID-19

Outcome 
Type

Intervention 
Events

Intervention 
Group Size

Comparator 
Events

Comparator 
Group Size

Binary 19 116 17 117

Part 2a: Binary Outcome Numerical Results Extraction
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Table 5: Performance in terms of extracting numerical values for binary outcomes. IE:
intervention events; IGS: intervention group size; CE: comparator events, and;
CGS comparator group size. Partial match numbers reflect leniency in the number
of matches required for an instance to count as (partially) “correct”. The MSE is
the mean standardized error of the log odds ratios calculated with data extracted
from the model. The number of unknowns refers to the number of times the
model produced the unknown token “x” when the reference was not unknown;
in this case, the reference data contained unknowns 72 times. The percentage of
complete data shows how many model outputs had enough data to calculate the
point estimate (and variance), compared to the reference data.

GPT-4 GPT-3.5 Alpaca Mistral Gemma OLMo PMC
LLaMA

BioMistral

Total 0.655 0.298 0.035 0.164 0.135 0.012 0.035 0.035
IE 0.749 0.462 0.129 0.345 0.275 0.076 0.146 0.158

Exact Match IGS 0.842 0.655 0.094 0.515 0.509 0.170 0.088 0.053
CE 0.737 0.392 0.129 0.333 0.275 0.123 0.158 0.158
CGS 0.830 0.649 0.094 0.567 0.556 0.140 0.058 0.053

MSE 0.101 0.441 0.485 0.657 0.913 1.253 1.523 -

# Unknowns 41 145 490 28 90 319 524 612

% Complete 87.94 61.70 9.22 87.23 58.87 24.11 7.09 0.00

outcome as binary 8 times. Mistral 7B Instruct had 480, 34, and 1 errors, respectively. In
addition, Mistral produced 9 badly formatted YAML outputs.

For binary outcome extraction, GPT-4 errors broke down as follows: Producing incor-
rect numbers (34); Producing “unknown” for inferable values (20); and Outputting actual
numbers when the reference is “unknown” (12). Mistral 7B Instruct yielded invalid output
formats 3 times. In addition, Mistral produced incorrect numerical values (123); “unknown”
values when they should not have (7); and confabulated numerical values for “unknown”
reference values (25).

For continuous outcome extraction, the majority of errors involved producing the wrong
numerical value (GPT-4: 113; Mistral: 226); producing “unknown” values inappropriately
(GPT-4: 142; Mistral: 171); and generating numerical values for “unknown” reference
values (GPT-4: 38; Mistral: 171). Mistral also produced 5 poorly formatted outputs in this
case. Appendix A visualizes the types and number of errors from GPT-4 and Mistral.

We sampled 136 errors from GPT-4 and 148 errors from Mistral. We sampled up to 20
errors from each general error category mentioned above. Then, we conducted a qualitative
error analysis to better characterize the mistakes made by these LLMs. We inductively
annotated possible sources and reasons for each sampled error and aggregated commonly
found reasons. Selected samples of errors are available in Appendix B.

In addition to LLMs producing the wrong labels for clearly defined outcomes, our anal-
ysis revealed that errors in inferring outcome type are often attributable to ambiguous
phrasing of the outcome values. Since the additional context of the trial reports is not
provided as input, some outcome values can be either reported as a binary outcome or
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Part 2b: Continuous Outcome Numerical Results Extraction
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Table 7: Performance of extracting numerical values for continuous outcomes. IM: in-
tervention mean, ISD: intervention standard deviation, IGS: intervention group
size, CM: comparator mean, CSD: comparator standard deviation, and CGS:
comparator group size. Partial match numbers refer to how many parts need to
match the reference for the instance to count as correct. The MSE is the mean
standardized error of the standardized mean di↵erences calculated with data ex-
tracted from the model. The number of unknowns refers to the number of times
the model produced the unknown token “x” when the reference was not unknown;
in this case, the reference data contained unknowns 925 times. The percentage of
complete data shows how many of the model outputs had enough data to calculate
the point estimate (and variance), compared to the reference data.

GPT-4 GPT-3.5 Alpaca Mistral Gemma OLMo PMC
LLaMA

BioMistral

Total 0.487 0.280 0.039 0.095 0.087 0.035 0.039 0.041
IM 0.720 0.538 0.309 0.348 0.328 0.221 0.369 0.390
ISD 0.751 0.606 0.334 0.375 0.412 0.311 0.447 0.470

Exact Match IGS 0.734 0.641 0.216 0.507 0.534 0.190 0.107 0.087
CM 0.720 0.526 0.330 0.361 0.324 0.227 0.390 0.402
CSD 0.738 0.584 0.338 0.390 0.404 0.282 0.456 0.472
CGS 0.691 0.608 0.181 0.427 0.447 0.184 0.109 0.087

MSE 0.290 0.951 6.257 1.138 3.466 1.738 - -

# Unknowns 422 437 1169 483 775 1213 1778 1985

% Complete 63.64 62.40 31.82 62.81 40.08 11.98 4.96 0.00

ignore the post-treatment numbers (whereas we need both for meta-analysis; typically one
is interested in the comparative di↵erences).

One common apparent source of error occurs when the LLMs need to perform simple
math such as division or subtraction to get the correct total group sizes. For example, an
abstract might report that 40 participants were randomly assigned to two study groups. In
this case, most humans would assume (absent additional information) that each group was
assigned 20 participants. However, LLMs sometimes fail to make such inferences and output
totally irrelevant numbers or “unknown.” Another common group size mistake appears to
be due to the trials containing several di↵erent group sizes which correspond to di↵erent
ICO triplets. Some outcome measures are reported based on the sample that successfully
finished the study, for example. Finally, while apparently rare, LLMs sometimes confuse
medians and means, or standard errors and standard deviations.

6.2. Towards Fully Automatic Meta-analysis: An Example

To demonstrate the feasibility of conducting a standard (fixed e↵ects) meta-analysis with
LLMs, we provide a case study based on an existing meta-analysis published in the Cochrane
Library on remdesivir for treatment of COVID-19 (Grundeis et al., 2023). For this exercise,
we focus on one outcome: all-cause mortality at up to day 28. This outcome is a dichotomous
(binary) outcome, and the comparison is between remdesivir as the intervention and a
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Data + Code


